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1.1 INTRODUCTION

An integral equation is an equation in which the unknown function occurs under

the ‘Integral sign. The name “integral equation’ for any equation involving the
unknown function u(x). under the integral sign was introduced by du Bois-
Reymond in 1888. In In1782 Laplace used the integral transform

fa) = [ f

to solve the linear difference equations and differential equations. In 1826, Abel
solved the mtegral equatlon named after him having the form ‘

f() = |- () dt

where f(x) is a continuous function satisfying f(2)=0 and 0<a <1. Huygens
solved the Abel’s integral equation for o =1/2. In 1826, Poisson obtained an
integral equation of the type |

u(x) = +xj (x,t u(t)dt

in which the unknown functlon u(t) occurs outside as well as before the integral
sign and the variable x appears as one of the limits of the integral. Dirichlet’s
problem, which is the determination of a function y having prescribed values
over a certain boundary surface S and satisfying Laplaces e’s equation Viy =0

within the region enclosed by.S, was shown by Heumann in 1870 to be equivalent
to the solution of an integral equation. He solved the integral equation by an
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expansion in powers of a certain -
= parai ..:;ter A. In 189
e nt‘ral treatment of the solution of the cl.. s of linear inte;5 , :’flterra. gave the first
;atme ind characterized by the variables x appearing agrth aration Pearing his
egral. In 1?00, Fredholms have discussed a more general le UPPe{ limit of the
‘equation having the form al class of linear integral

u@)=f@+ [k@yua 7T
GENERAL DEFINITIONS s ihe iiienal sior )
fl)Integral Equation -~~~ . .. /{7 7' Siod puppenr 2008]

one or more integral signs.
For example : for a<x <b, a<t<b, the equations

Sf@= [keupae L (1)
Su(x) = f@)+ [ Kohuwdt e ¥y
...... 3)

Vu(x) = [k t) [u(t) Pat
where the function u_(x)r is the unknown function, while the functions f(x) and

EC&Q@re known functions and A, a . and b are constants, are the integral equations.f

Remarks

O If the derivative of the function are involved in the equation, then it is called

an integro-differential equations. _
® The function f(x) and k(x,t) may be complex valued functions of the real

variables x and t. -
© The function u(x) is the unknown function, while the other functions are

known.

(2) Linear and Non-Linear Integral Equations
(An integral equation is called linear, if, only linear operations are performed in it
upon the unknown iunction. On the other hand, an integral equation, which is not

linear is knot» n as & non-linear integral equations. |
In the above definition, equations (1) and (2) are linear integral equation while

equation (3) is non-linear iritegral equation.

General Form : The most general type‘v‘"qf linear integral equation is of the form
o(x) u(x) = £(x) + A [, K(x,t) u(t) dt

where the upper limit may be either variable x or fixed. The functions f, v and k are

known functions, while u is unknown, which is to be determined. A is a non-zero
real or complex parameter. The function k(x,1) is known as kernel of the integral

equation.
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ar Integral Equation

_Types of the Line
is known as line

(i) If o(x) # 0, then (1)
(i) When ov(x) = 0, then (1)

ar integral equation of the third kind.

reduces to

f(x) + 2] k(1) ult) dt=0
which is known as linear integral equation of the first kind.
(i)  When p(x) =1, then (1) reduces to

: ’u(x) = f(x)+ 2] Kxt) u(t) dt

d kind.

wh-ic~h is k‘nvbwn as linear integral equation of the secon |
fatic [AMRITSAR-2004]

(3LEredhrolm,l,ntegrél Equation
A linear integral equation of the form
o) () = S(0) + A [ (e, dt
and k(x,t) are known functions

where a, b both are constants, f(x), v(x)
_zero real or complex

is unknown functions and A is a non

while u(x)
Fredholm integral equation of third kind.

parameter, is called

SPECIAL CASES .
(a) Fredholm Integral Equation of the First Kind : Put v(x) = 0 in (1), then integral

equation of the form ,
fx)+ [ Kx tyu(t) dt =0 J— )
is known as Fredholm integral equation of the first kind. [GARHWAL-2000,04]
(b) :Iig,ggll}glg@_tlgteg;gl: Equation of the Second_Kind ; Put v(x) = 1 in (1), then
integral equation of the form '
u(x) = f(x)+2 j: k(x, £) u(t) dt
is known as Fredholm integral equation of the second kind. [GARHWAL-2000,04]

(cL Homogeneous. Fredholm Integral Equation of the Second Kind : Put f(x) = 0 in
(3), then a linear integral equation of the form o '

u(x) = )»Lb k(x, t) u(t)vidt ...... 4)
is known as the homogeneous Fredholm integral equation of the second kind.
[KANPUR-1990]

(4).Volterra Integral Equation_
A linear integral equation of the form

wu@= [ Fhepueas M
where a is constant, f(x), v(x) and k(x, t) are known functions, while u(x) is
unknown function, A is a non-zero real or complex parameter is called Volterra
integral equation of third kind.

%
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SPECIAL CASES -

'(a)f Volterra Integral Equation of the First King : Put v(x) =
Integral equation of the form 09 =

S+ A [ kx, £y u(t) dt < g

0in (1), then a linear

Is known as Volterra integral equation of the first king

(b). Volterra Integral Equation of the Secong Ki
o d: P = 7
linear integral equation of the form a UEV(X) = 1in (1), then a

w(x) =1 [ k(x, t) ut) dr

is known as the homogeneous Volterra integral equation of the second kind.
[MEERUT-2006,08, CARHWAL-2004]

When one or both limits of integration becomes infinite or when the kernel
becomes infinite at one or more points within the range of integration, the integral
equation is known as singular integral equation.

For example :

(i) @)= f@ A e 1)

(5).Singular Integral E quations

1
(x = )°

@ fe=[ whdt, 0<oa<t )

(6) Convolution Type Integral Equation

If the kernel k(x, t) of the integral equation is a function of the difference (x - t), i.e.
k(x, t) = k(x-t) '
where k is a certain function of onevariable, then the integral equation

x ; P L Tt
Wx) = F)+a[ k(x-tuyds " .0 L )
‘ 3
and the corresponding_f;gd}lqlgl equation P! .
u(x) = F(x) + [ k(x - ) u(t) d S @)

are called integral equation of the convolution type.

| Remarks|

O  k(x-t) iscalled the  difference kernel, -
®  The function defined by the integral
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B —t) dt :

| ¢ [ kx=1) u(t) dt = [, k(t) u(x )

: ‘ ) is called the convolution or the Faltung of the two functions k and u and

{ i ‘ is known as convolution integral.

e, 1.2 TYPES OF KERNELS
[ or complex symmetric of

[ ‘) 9 6&( (i) éy;nmet;j‘g;gg;r_n’gl«: A kernel k(x,t) 1s symmetric (

“) b _«7 -Hermitian) if -~

I'w {’ . Mzt = Kxut) | -

l | ‘.-V, % Where_bar Qenotes the complex conjugate. A real kernel k(x, t) m‘s‘ymmet:rlc if
' Ck(xt) = K(t, %)

For example :

sin(x+1), e, 2+ 2% + xt +1 are all symmetric kernels.

U I
||® (ii) Separable or Degenerate Kernel : [MEERUT 2007 BFP]
B 3 A kernel which is particularly useful in solving the Fredholm equation has the
ll Q) form
] ;) Kx, 1)= Y B()
. i=
u 'i: ~ Wherenis finite and- a;, b; are linearly independent sets of functions. Such a kernel
l‘ b - —is caﬂed'sepaféble or degenerate kernel. ’
| @ |
| d '© A degenerate kernel has a finite number of characteristic values.
| _ ‘)
IV 9) (iii) Transposed Kernel : The kernel k"(x, t) = k(t,x) is called the transposed
L 'p, kernel of k(x,t).
I 2 (iv)Iterated Kemels - |
! 9 (a) Consider Fredholm integral equation of the second kind
| - 1nd
[ * @)= f@ [ K dt e a)
I I. Then, the iterated kernels ki(x,t),n=1, 2,3,..... are defined as follows
» k() = Kof) koot (oo et
> |

!
|
o

and  kud)= [ Kx skl ds, n=23

(b) Consider Volterra integral equation of the second kind
u@=fEA[ ke hud e (1)
Then, the iterated kernels k,(x,¢), n=1,2,3,..... are defined as follows

ky(x,t) = k(x,t)

%Y

<
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: Oblem;s
jﬂ k(x,s)k, (s, £) ds, o= 2,3, ...

and k,(x, £) =

(V):,’Rg_s‘qlﬂyent}gemrel or Reciprocal Kerne] :
Consider the integral eéquations |
b
u(x) = f(x)+ A ja k(x,t) u(t) dt

) = @A K yu g - -

\ | n(2)
Let the solunpn of (1) and (2) be given by -
OSSO RE s - -

...... @)
T = f@a ey gga (43
Then, R(x,£;1) or I{> 2, »} is called the resolvent kernel or reciprocal kernel,
1.3 _EIGEN VALUES AND EIGEN FUNCTION
| Consider the homogeneous Fredholm integral equation
WAk yuya (1)

Then values of the parameter A for which (1) has a non-zero solution [(u(x) = 0)]

are called eigen values of (1) or of the kernel k(x, t) , and every non-zero solution of

(1) is called an eigen function corresponding to the eigen value 2 .
Remarks-

-

The eigen values are also known as characteristic values or characteristic

numbers.

Eigen functions are also known as characteristic function or fundamental
functions.

The number A =0 is not an eigen value, since for A = 0, it follows from (1)
that u(x)=0.

If u(x) is an eigen function of (1), then_Cu(x), where C is an arbitrary

constant, is also an eigen function of (1), which corresponds to the same eigen
value A.

A homogeneous Fredholm mbegral equation of the second kind may, generally
have no eigen_value andeigen' function, or it may not have any
value or eigen function. '

1.4 _DIFFERENTIATION UNDER THE SIGN OF
_INTEGRATION (LEIBNITZ’S RULE)

o e e o OI

real eigen

€ ‘((\ \y/

\ Let F(x,t) and g£ be continuous functions of both x and t and let the
. Ox

first

“derivative of G_(i) and H(x) be continuous. Then
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d M0 OF 4 Flx H flﬂ - F[x,G(x ac 1
— Joo Pty dt = ooy 37 2+ Hr Hi )] [x,G(x)] dx/ﬁ} 1)
Nol¢ @ If G and H areabsolute constants, then (1) gives
d H oF
& r Nt = [ —dt
4 [rnat = [,
Conversion of multnple integral into a smgle ordinary integral
Consider the integral '
I,(x)= L“(x—r)"-l fode (1)
where, t is a positive integer and a is a constant.
Differentiating (1) using Leibnitz’s rule, we get
dl - n-
Sa o m-1)f (-1 f(O)dr+ [(x—1) o)
dx
%y -Vl n>t T (2)
dx
From (1), we get
x al
Lz)=[ f(tydt = 7;' - fw e )
Now, differentiating (2) successively m times, we get
d"1
—dj=(n~l)(n—2)(n—3) ...... (n-m)l,, n>m
In particular, we have
d ‘ d(d", dl
dxn—l = (n_l)!ll(x) = E;[_dx"_l J = ( 1)' 1
: d'l
By 2 - wwsrem
e, o= (-1 (4)
Therefore, we have
L(x)= [ f(n)dx, [from (3)]
dl, ' x fxy
and  Z2og= [ = he)= [ fEdnds - Trom @)
In general, we have :
L@=@-1] j ............ [ [ frndny.... dxyad, (5)
Using (1) and (5), we conclude that
X (X X3 X
L L ............ j ? I 2 f(xl)dxldxz ...... dx,_,dx,
I(x)= " f(t
g 1) =5 1 [, -t ftya
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On integrating (n — 1) times, we have

; ( £
[ ryar = ['2= Ak

1.5_CONNECTION WITH DIFFERENTIAL EQUATION

Ol(serve that the first order differential equahon
;\ N { g . . a4 - bl e G
s ¢—F( ¢) [a<x<b] D) » (l)

can be written immediately as the Volterra integral equahon of the second kind-

o(x) = w@+frawmdt‘” . )

As an mterestmg but simple example of the above, we consider the following
problem, solved by T Rernoulli for the n = 3 case.

To find the equation y = ¢(x) of the curve joining a fixed origin O to a point P such

that the area under the curve is 1/nt of the arcs of the rectangle OXPY having OP
as diagonal for all points P on the curve giveninFig:1.1.

Clearly this problem Eﬂgl_y_alent to solving the homogeneous Volterra integral
equat:lon 1 of the second kind

Fowar = 2xpw L e

......

for the unknown function ¢(x) w1th $(0)=0.

y
P
| $(%)
'\\@'(‘T‘; '
% —
) w t X X
= i

N ( .f‘\ i
N ,}3 % Fig. 1.1. Bernoulli’s problem forn=3,y=x2

Tl‘@equatlon can be solved by convertmg itinto the differential equation

] . 4 g
¢(1)—— {o(x) + 29" (x)} hlqﬁ zN T DA )"ff () BN 55 -
or simply ¢'(x) = ¢(x) (4)
) ) - ! ; ‘.‘i‘ L e
which has the solution - Pl v b leg G, -
o=Avt B oo

Py s e Y L B S



Introduction

For the case n =3, solved by Bernoulli, the curve is a parabola y = Ax?.

Next, consider the second order differential equaﬁon

L N psxsh 5= 27 0 en(6)

dx? A - |
which can be expressed as [Pl BT 4o

0x) = 4(@)+ (x = a)0' () + R L L)) L )

Taking a =0 and b-a=1, equation (7) can be writtenas™ ;
) _&i_)(x)=:¢(9)f_#;)—l—?@x+ [} (-t Fl(tb )]dt+—j (t- 1) FIt, ¢(t)]dt @)

(1600 =40-40)+ fawﬂwww]

If the differential equation is linear and we write
Flx,0(x)]=r(x)-g(x)o(x) e 9
We get the Fredholm integral equation of the second kind

0(x)= f()+ [k a4t (10)

where f@):ﬁm+iﬂt#ﬂ9x—ﬁka,oﬂndt ...... (1)
and  k(x,t)= ﬁ%ﬁl = (12)
DY xa-p oy

l
If we take ¢(0)=¢(!)=0 = f(x)=0, then we get the homogeneous Fredholm

integral equation

b(x) = [ k(x, ) g(t) o(t) dt

O Animportant distinction between the differential equation and the equivalent
integral equation approach should be observed. In the case of differential
equation formulation of a physical problem, the boundary conditions are
imposed separately whereas the integral equation formulation contain the
boundary conditions implicitly.

1.6 SOLUTION OF AN INTEGRAL EQUATION

Consider the linear integral equation
un)= f@)+A[ ko Hu@yat L (1)

and  o(x).u(@)=f@)+A[ Kxtyupyde L ()

Then, a solution of the integral equation (1) and (2) is a function u(x), which when
substituted into the equation, reduces to an identity.
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L ¢
| ux) = 1 +1x2 ) '[O (1+ x%) At
; [MEERUT-2003, GARHWAL-2001,02, KANPUR-1995]
_ Solution : Here, the given integral equation is
| ux)=——- |, mweat ULl | e
_ Also, given ' Zru el d ; |
L S ) u(x)=(1+2*)7%2 = uty=(1+£)%¥2 o
% The RHS of (1) is given by Wy
}_ RH5=1:ﬁ~J:l:f(Lu%*“dt g sl ’; ’: A =
l 1 1 f -3/2 1 : 3 ‘
i ‘ —1+12-1+12L (1+s)7/%2ds  (Putting £ =5 = 2tdt = ds)

172 1% b B 5T k2R .
‘ 11 1[@+s) | et e 1T
-1/2 o

1+x% 1+2x272 ;

2

Il

J 1, 1 1
T+x*  1+x [ (1+5)'/2 |

__ 1 1 1L
T+2%  1+2%| (1+x%)172

. 1 1 1
1+x% (1+x%)P%/2 144 (1+x%)%/2
= ntx) =LHS

Hence, u(x) = (1+x%)™/2 is the solution of given integral equation.

EXAMPLE 4 Y(x)

T

6 § Show that the function u(x) = xe* is a solution of the Volterra integral equation.
fﬂ Ve N 5 Cfrt )
% u(x)=sinx+2j.0 cos(x—t)u(t)dt

[MEERUT-1998, 2004 BP, GARHWAL-1999, KANPUR-2005]
Solution : The given integral equation is

i

u(x)=sinx + 2J:cos’(x—t) utydt " Gl e 1)
; x ¢ Jé,u‘ﬁt’ ) by ”‘X -
Also, given u(x)=x¢* = u(t) = te St L <
Then RHS of (1) is ey
= sinx + Z'fxt{e'cos(x— t)) dt Urt > dy - )
0 ‘ - Ot

= sinx+2 L:t {¢' cos(t - 1)) dt

3008000 b8bbddpocconesdidgd

| e 7] WD I S AT e e T —
! ‘
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“ min l (,, i 1 — — 1
2 . ) } 7 ) RETH

in
Henee, i) '.ln( X J o thee solution of V,'V"“ ,-“',.“M, "'[H-l?l'm

EXAMPLE 10

Verify that the given function u(x) » _:1),‘// 1w a wolution of the integral equation
gl 2 |, [ . '?';, Payar [GARHWAL-2003|
30 ')y v (a4 xt)
Solution : The given itegral equation is
, P L 0
() ‘(‘; : ;‘,‘)', J‘” ‘;,"):))/ ,u(l)fll weiol B
Also, given that
u(x) ‘ - nu(l) :

(l | .“,’)'r/) (] ) "I)';/)
Then RHS of (1) is

3x + 2x" f 3x + 2x* -1 t
1]

e s g (1
3(1 + x°)* 1 +x2)? (1422
3x+2x° v 3x42x° t o1 t*
e s A+ | ——57. W—1
3(1 + x%)? J (1 ) (L 122 J (1+x2)2 (14 12)*/2
R TSN S Sl N N AU N A
31+ 31+ x| (1 PP 3 ) (e 7))
ST SR 2 S [ P PR N B A
3(1+ 22 314 ) (1422 31+ 7)1+ 27
1 3x 1 2x° 3 :
PRI VL) “5 IV —.—x“Ti ="~"~£2 7 LHS
(1+x%)°7%[ 31+ x7)° 31 +x%) (1+2x%)

x . e 3 _—
Hence, u(x) = ——5737 15 the solution of given integral equation.
[

(14 x%)

41" EXERCISE 41

Verify or check that the given functions are solutions of the corresponding integral
equations :

(1) ux)=xe'; u(x).—_e’sinx+2]ﬂlcos(x—t) u(t) dt

(@  ux)=3; [0 u@ydt = 2°
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) u(t) dt

3 . )
3) u(x):x—%; u(x)=%- fa sinh(x—t
4 u(x):e’[coselr _gsine’];

u(x)=(1- yg*r)casl—#

ja’ [1- (x- e ]u(t) dt

2xginl+

u(x) - jo"(x2 +f)cost u(t) dt = sinx

(5) u(x)=cosx;
| =1 2sinx =1+ xcos(x+t)u(t)dt
I | (6) 11(1)—1 m, u(x) 5 J.D i
) u(x)=xe*; ©ux)=(@-De 4 jo‘e*“‘)y(t) 4t [GARHWAL-2002]
| T u)- j;k(x,t)'u(t)dtgﬁ '%’%—(4::3/-2:7)‘ SR

21 %(8) u(x) = Jx;

—1—x(2—t); pgx =t

where k(x,t) =
v ——t(2—x); t<xs1

.{ 1.7 CONVERSION OF DIFFERENTIAL EQUATIONS TO

| INTEGRAL EQUATIONS : INITIAL VALUE PROBLEM

5SSl e ——
‘ SEy | Saa ;:_-—

R I A R R T P N Y RN

Consider the following linear differential equation of order n
4" ) dn—l du—2
LY c ) Y4 Cy(x) Y 4t Q@)Y = o(x) e 1)
x dx dx : Bt s
with continuous coefficients C;(x); i=1,2 ..ccnne _n and with initial conditions

' | "n-
I y(a)=a,, y'(3) = Ao W a=a T (2)
L Let us introduce an unknown function u(x) such that

du )
L ——,‘1{ S (3)
- Integrating both sides w.r.t. X from a to x of (3), we get
1 g1 y x "
l [E;':TJH = L u(x) dx
i dn—l " & i
;Jf A=y = [ s
i v Now using (2), we get f
2 ~. d"—ly x
_l_‘) dx"! = J:; u(x)dx+a,y e 4)
i 41 y .
1 ;J = d—xﬁ - -[a u(t) dt + Ayl e (5)
i ) ] o . . )
{ d Again integrating both sides of equation (4) w.r.t. X from a to x, we have
. “&J\
=7




! 18 Integral Equations and Boundary Value Problems
 gn-2 1
! Lo ] = [(u(x).dx* +a 1
f _dx"_ZJ, j ok ,.1J‘T
‘ e ‘d'T—}zL - y"H(a) = Lxu(x) di* +a, [ x ]
dx
=% : n‘—}'}{ = JI u(x) d12 t+ (I - a)an—l +d, (6)
dx a
= L‘ u(t) dt* + (x - a)a,_y + a2
= Lx (x = t)u(t)dt+(x - aa,  +a. (7)
Integrating (6) w.r.t. x from a to x, we get
"y dx® fl(x—a)dxﬂz J”dx
dI“—3 - J‘u ll(I) r+a, 4 n=2 ),
n-3 _ x e a)z g "
= -td—j;'-,':}é— - y(” 3)(0) = L ll(X)dxs + an—l[ ( ) Ja + au-Z[x]a
. N ey P .=t D 8)
ie., P = u(x)dx” + 8, 21 4277 +4y-3 (
' x - a)? (x - a)
= J:: U(t)dt3 + a,,:l ( 21 +4a,_2 11 +4,-3
—t)? x - a)? e
= J':-(—%Tl—u(t) dt +a, ( o] = +@,_3 e 9)
and so on.
Finally, we get
n-2 _ -3
J. ( d[+an_1£__—_l_——+a”_2££__£)—-'—
(n 2)' (n-2)! (n-3)!
| bt @y (x—A)F A e (10)
and .
I(x _ t)" =] ( _ )n -1 (x_a)n—2
= [ X —L—u(t)dt L R il SEE
y J’a (n _ 1) u( ) + an—l (n 1)! +4a,2 (n _ 2)'
Booees +a1(x a)+a0 ...... (11)

Now, multiplying (3), (5), ------ (10) and (11) by Ly Cl(x), ....... , C,_1(x) and C,(x)
respectlvely, we get

g"" 1(x) ...... +C,(0).y = u(x)+a,,_1C1(x)+{a,,_2+(x a)a,_1)Cy(x)

Fioennes {ay + al(x —a)+...... + 4,1 W]C,,(x)

A RS E R L Y e R R R
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IrwfrociuciiOL///
(= ,_,_— C4(x)

F[IIC )+ (- DG

PR +%(‘ (x)] u(t) dt
o i (12)
= ¢(x) = u(x) + 8(X) [ k) u(t) dt
«-)"cw T (13)
where g(x) = 4,.1C1 (x) 4o + 4, 1)} C,(x) '
="y e 14
and k(x,t) = -[C;(x) + (x = )Co () + oo - l)!— C,(x)] (14)
Ei yons (1)
o(x) - 8(x) = (%) i
. using (15), (12) gives
u(x) = f(x) + j;k(x,t) u(t) dt
which is the required integral equauon of second kind.
Tk ,ﬁ RS L H*‘Z’}’ 1y e 7},%7%’
R

SOLVED EXAMPLES . 5

EXAMPLE 1

Form an integral equation corresponding to the differential equation

2
Y 599 6y=0
dx dx
with initial conditions y(0)=0,y'(0)=-1.

Solution : Let us suppose that
'd—x—— = u(X) . R R (1)
Integrating (1) both sides w.r.t. x from 0 to x, we get L4
dy J > [ e
Zy0- [7 u)at T ‘
= fo u(t) dt -1 y'©O=-1 (2)-
Again integrating, we have
y-y(0)= [ ut)dt® - x
[-y©)=00 (3)

= [ (x-u(t)dt - x
Substituting the values of (1), (2) and (3), in the given equation, we get

u(x)—S{ [Fu(e) dt - 1} " 6{ [ (- eyt - x} =0

= u(x) = (6x — 5) + jo’(5—6x+ 6t) u(t) dt
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EXAMPLE 2
Form an integral equation corresponding to the differential equation giben by

2
4y iny——Sy:O

dx? T dx
[GARHWAL-2000]

with initial conditions y(0)=1,y'(0)=0.
Solution : Here, the given differential equation is
d%y dy Pt o . . )
ﬁizxaﬂy:q e — e - 7:.%..(1)
such that y(0)=1 and ¥'(0)=0 . ()
Let us suppose ' e P
—32—, =u(x) e (3)
dx
By integrating with respect to x from 0 to x, we get
dy 1" _ 7 dy _ove [*
[E?Jo = [ux)dx = ol (0) = [ u(x) dx
dy _(* v sl =
= Efjo u(x) dx [ y'(0) = 0]
dy ¢x
:, or i J.O wtydt e 4)
: Now integrating (4) w.r.t. x, we get -
| Y@=y = [Jum s ot~ S
> y@-1= [ u)df [ y(0) =1]
= y@=1+ [ c-Hupydt e (5)

inally, putting the values of —3,
Finally, putting the values of —-%, =
u(x) - 2x [ u(t) dt—3[1+ [ -1y dt]:O

u(x)-3- [ (2x)u(t) dt - [[3x-tyu@r)dt=0

Y Y and y(x) from (3), (4) and (5) in (1), we get

=5
= u(x)=3+ [ (5x-3t) u(t) dt
which is the required Volterra integral equation of second kind.

EXAMPLE 3
o Form an integral equation corresponding to the differential equation given by

;0 Py, Ay,
4)// dxz+xdx+y—0

with initial conditions y(0)=1, y'(0)=0. [MEERUT-1997, 98, 99 2003]
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Introduction
Solution : Let X
e (
v (2
Then Zf (0= [ ut)dt = [ ugdt LY (0) = 0] .
and  y-y0)=[@-Hu®d

j(x—t)u(t)dt+l =t

&y 4V and y from (1) (2) and (3)

i in the given
Now putting the values of dx e ==

equation, we get

u(x)+ xj; u(t)dt + { J: (x

ux)y=-1- [ @x-1) u(t) dt

_tu)dt+1=0

=5

which is the required Volterra’s integral equation of second kind.

T IR P S TS R R feve

EXAMPLE 4
P p Forman integral equation corresponding to the diﬂ‘erential equation given by
SPes  ¥-2y=0 ’
@ ith initial conditions y(0)=1/2,y'©) =1y @) =1. [KANPUR-1998] —— -
Solution : Here, the given differential equation is
. _diy_ —2xy=0 (1)
') = e
9 with initial conditions
“9} y(0)==, y'(0)=Ly =1 (2)
- Let us suppose
4 Q d3y
: ; .L;x-é- = u(x) ...... (3)
' Integrating (3) w.r.t. x from 0 tox, we get
| o ay | x G
3 ‘ - [——2} = Io u(x)dx = ——yz-—y'(O) = J'xu(x) dx
a2 dx” |, dx 0 -
ui. d’y
v = —2 =1
4 st fuma e 4)
| ] < dZy 3 -
j:\j = Ei—lﬂ[ou(f)dt )
—) Integrating (5) w.r.t. x from 0 to x, we get




»
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[3—1} = [ dx+ [u(x) ds?
dy
d

Loy(0) = x+ [ u(x) dx’

=

or ay _ 1+Jc+J'xu(Jc)dJc2 (€
dx 0 )
d_/ 2 ’

= Ix 1+x+J' t)dt . : - )

=1+x+ J.o (x —t)u(t) dt
Again, integrating (8) from 0 to x, we get

y(x) - j(O)-J (1+x dx+I u(x) d®

s x(x - t)

1 X X 3 _ 1 1, .
y(x)=§+[x+7]+101¢(t)dt --E+x+§x +IOT-zt(t)(lt vssasakd)

U

Now, putting the value of :il g—yz— Z 53/ and y in the given equation (1), we get

u(x) - 2x[%+x+%+§f;(z_c—t)2 u(t) dt} =

o E e

=5 u(x) = x(1+2x +x°) + x"f:‘(x"— 12 u(t) dt

= x(x+ 1%+ IOX xz - 1)2u(t) dt
which is the required integral equation.

EXAMPLE 5
Form an integral equation corresponding to the differential equation given by

2
g_-‘; sxy=1, 4(0)=y'(0)=0 [MEERUT-2004 BP|
X

Solution : Here, the given differential equation is

2

dy
+xy=1
dI2 y

with initial conditions
y(0)=y'(0)=0
Let us suppose

2
24 = u(x)

Integrating (3) w.r.t. x from 0 to x, we get
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[ﬂ:lr = J:zt(x) dx

dx
= gi y'(0) = jo’u(x) dx
= % _ [} ulx) dx cy@=0 T (4)
- % pos )
Integrating (5) w.I.t x, we get

y(x) - y(0) = [, 4) dx’ |
= §(§)= jo(x_ f) u(})di. o= T (6)

2 -
f 4 and y from above equation, in the given

Finally, putting the values of —3

equation, we get
ux)+x [, (x-Hu@ =1 = =1- [sx-nundt )

which is the required mtegral equation.

EXAMPLE 6
spondmg to the dzﬂerentlal equation given by

——————

Form an integral equation corre

2
S—x%-smx%+e Yy=x
with the initial conditions y(0) = 1,y'(0)=-1. [MEERUT-2002, 03, 04, 07(BP)]

Solution : Here, the given differential equation is

2

%—sinx%+e‘.y =x

with initial conditions
y(0)=1y'0)=-

Let us suppose
d2 !
5 = u) ,

Integrating (3) w.r.t. X from 0 to x, we get

[%]: = 'f:u(x) dx

-y'(0) = I:u(x) dx

dy
dx
d x

=—1+Iou(x)dx [«y'@=-11 e (4)

L8
dx



Finally, putting the values of J £
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or B —1+f u(t) dt
dx

Integrating (4) w.r.t. x, we get
[y(x)],=-[x]5 + J: u(x) dx*

ie,  yx)-y(0)=-x+ jo’u(t) dt?

= y@=1-x+[@-Hu@)ydt [ y0)=1]

...... (6)

Fmally, putting the values of %, ;id—i and y ;from.(?)), (5) and (6) into (1), we get
u(x) - sinx‘[—l + [Tu(e) dt}+ e"[l —x+ [FE-tu(t) dt] -

= ux)=x—sinx—e"(1-x)+ [‘sinxu(t)dt - [Te*(x— 1) u(t) dt

Hence, u(x)=x-sinx-e*(1- xX)+ f;[sinx —e'(x — )] u(t) dt
which is the required integral equation.

EXAMPLE 7

Form an integral equation corresponding to the differential equation given by
2
5 7 +Yy=cosx with y(0)=0,5'(0)=1. [MEERUT-199%, KANPUR-1999]
Solution : Here, the given differential equation is

dzj +y=cosx
dot TACESE (1)
with initial conditions
O=0y®2 (2)
Let us suppose
d%y
F = u(x) ...... (3)
Integrating (3) w.r.t. x from 0 to x, we get
L —r u(x)dx +1 By :
- ’ = dx = Io e (4)
Again integrating, we get
y= fo u(t)dr? + x = fox(x “Hu(t)dt + x (5)

} i i and y from (3), (4) and (5) in (1), we get
u(x) = (cosx - x)— j (x~t)u(t) ay
which is the requireq Volterra integral equatiop, of second kind_
n
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EXAMPLE 8

Form an integral eq ntial equation given by

Lation corresponding to the differe

3 2,
d % +H|&.\+AH |vaukmu +1
dx® T dx? 999
with initial conditions y(0)=1=y'(0), y'(0) = 0. [GARHWAL-1999]

Solution : Here, the given &mmnmbmm_ mm:mmo: is

3 2, ‘ - )
&%+HM&|‘+AH IHV.—\ re' ¥1 - coo T ) nt o e AHV

B T e : | -

with initial conditions : . N

. . PP 2 5

y(0)=1=y'0), y'(0)=0.
Let us suppose
Py 3)

MH' = IAHV

Integrating (3) w.r.t. x from 0 to x, we get

WW‘ = ._..” T S 4)
Again integrating w.r.t. x from 0 to x, we get
o [(a-Hu@ydt+1
Similarly we may get
T . (5)

- H X - )
.«-Mr (x-t)? u(t)dt +x+1
Now, putting all these values in the given equation (1), we get
1 px
u(x)+ Rﬁ .—M:QV &M‘ + (%% - a;m.._‘c (x —t)%u(t) dt + x + H\lﬁ =xe* +1
or u(x) = xe* +1-x(x* -1)- ._‘Q%H + W.QN -x)(x-t)? .ﬁ u(t) dt

which is the required integral equation.

EXAMPLE 9
Show that the linear m&w&: tial 3:&8: of second order
&Nw
+a 3 + ay(x)y = F(x)

dx®
with initial 8:&5@5 y(0)=C,
homogeneous Volterra integral equation of second kind.
Solution : Here, the m?m: differential equation is
d* dy
dx*
with initial no:m_.c.o:m

and y'(0)=C, can be transformed into non-

2+ a; Hv +n13< F(x) R §



%
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y0)=C, and y'®=C, @
Let us suppose that
QM
=¥ e (3)
Integrating (3) w.r.t. x from 0 to x, we get
dy 1"
HMMQ r.— u(x)dx = . ma M\onlhzﬁvna
o dy_ ey . :
or =6 L u(x)dx = Do fuyde @
Himmamubm ﬁv w.r.t. x from 0- 8 x, we get. -~
y(x) - y(0)=C .qo dx + _.o u(x) dx?
=5 y(x) = y(0) + Cx + .ﬁ u(t) dt? = C,+Cyx + _‘M u(t) dt?
=C, +D?; c-Hupydt (5)

N
Putting values o M w\ 3 aw and y from (3), (4) msmﬁmvEESmmmn
X

:@TsSTHL :3&7@3? s Cyx+ [l (2= ul) &TN.,S
= A %) = F(x) - Cyy (x) = [ Co + Cyx ] 22(3) - _ a, (x)u(t)dt - _ a,(x) (x - tyu(t)dt

= F(x) - Cyay(x) - (C, + Cra)my(x _ X RTQR%LV u(t) d

which is the required non-homogeneous Volterra’s integral equation of second
kind.

SOME SPECIAL TYPES OF PROBLEMS

EXAMPLE 10

Convert the following differential equation into an integral equation
y"(x)+ry(x) = f(x), y(O0)=1, y'(0)=0 [MEERUT-1998]

Solution ; Here, the given integral equation is

y' +Ay(x) = f(x) | (1)

with initial conditions

y(0)=1, y'(0)=0 )

From (1), we have

=f()-

Integrating both sides of (3), w.r.t. x from 0 to x, we get

a9 QOR

e i’ e
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[y @z = [ [fx)-ry(x)]d

0
> [y@]; = [, f@-2y@]d
= y'(0)-y'0) =
de,  y'(®=[ [fw-ry@]dx . [y'©)=0].
- Integrating both sides of (3) m:wB 0tox, Emw x, we get
[y @az=[][ o) -Ay]de® or  [y@]p
e, y(x)=y0)+ QET»EVE -
T; )= Ay(t)] de* = H; (x-t)[ f(&) - ry(t)] dt

which is the required integral equation.

EXAMPLE 11

[ [f@)-ry@]dx = [; [f@)-hy(x)]4

oen@)

[ -ry()]4

¥ Convert the following differential equation into an integral equation y"+y =0 with

%N.E.m& conditions y(0)=y'(0)=0.

1 @or&o: : Here, the given differential equation is
y+y=0 -

with initial conditions
y(0)=y'(0)=0

From (1), we get
y'(x)=-y)

Integrating both sides of (3), w.r.t. x from 0 to x, we get

% y'(x)dx == [ ydx
= [y®]; = - f; vxdx
ie, y'®-y'0)=-[ yxdx
> y@=-fymdx [using (2)]
Again, integrating (4) w.r.t. x from 0 to x, we get

.—ou y'(x)dx=- .—Oq y(x) dx?

ie, [y(@)]; ._. y(x) dx?

)
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Al b A4 ‘f s ror LGl g S o o BE e
F - o Bt bprer Y AT . 4 PR
WMEERLT-2ME M &
...—.....T.« te ! | AR £ 45 ...., £F WO oS 25% o B B
'y g
weldb bdbia) ol ibien
gl y (1) -
Ve 1) wie pet
\:: 1 \.\.‘.mu~‘; H
bbegrating bhoth sides of (%), w et o from D to «, we get
—..\.A.Ts. — vl s ‘.\.‘~ d1 ﬁ..Wq. x)dx
N L] B -
o [v (o)), | » yiz)| | cosx y(x)dx
t ' ( :
y o) oy (th h\i:?.i:_c; | COosx wlx)dx
i . -
v I _ I _:_.‘L_..._:~<._: “ LOST W) dx ».»,_
] " -
At inteyrating both ades of (h woet afrom 0o, we get
o 1Y e [ TN )dx?
i & Y& ) -
___ (el ,_.__ ) _i:. .;.,::,il.. cr Cos ) y(x)dx
1 1!
i ] 1 . ] ' i . 2
_i:_.. . \ i _,_..::.i:.:‘ .—._ (¢ +cost)y(t)dt
{
v \ X
\ viv) w0 - ¥ T::.,\S.: _o (x - 1) (' + cost) y(t) dt
n L .
. \ 1
vy b v — _ sint. (2 ST.. + ».Gmc._ﬁc dt Amv
o i

whin I is the reguitad integral equation of second kind.
Conversehy to tind the ditterential equation trom (5), differentiating (5) w.r.t. x, we

?J;
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%EHM T\ﬁ (sint - (x - (e +cos D] (B ¢
= mifr ~\m.% A m_.:TAalc? +n0m3w y(t Lm
2 0 ox
dx
+ﬁm:§ (x-x)(¢' +8mavu_.ia a
[ sin0-(x-0) (¢° +cos0) | y(0) m\ [By r.mean_m EE
= SullnH ._.Am +nomcic&+m5a.§av N ()

6) w.r.t. x\immmn

Now, &mmnm:cm:bm both sides of (
“., ? + nowc y(t) dt

.<A )= a+no§§ x)+sinxy Aavl

=x+ 8:.&»:&:3.3 |ﬁ .qc maﬁ (e + nOmcScw dt
—(€° + cos0) y(0).— g [By Leibnitz rule]

+(e" +cosx) y(x v na

= y'(x) = x + cosx.y(x) + sinx.y'(x) - ﬁo +(e* +cos Hviav + o;

= y'(x) - sinxy'(x) + e'.y(x) =
which is the same as given differential equation (1).

Also from (7), we can easily obtain
y(0)=1 and y'(0)=-1.

)

EXAMPLE 13
Convert the following initial value problem into an integral equation

%.c &\
> m u
12 + :ma+ Q<>H

with initial condition

(@) = Yo, y'(@) = Yo'
Solution : Here, the given differential equation is

YY)+ A@)y' (@) +Bx)yx)=f« 1)
with initial conditions

y@) =Y, y' @)=y,
From (1), we get

Y@= f0)-Bay) - ARy'® 3)
Integrating both sides of (1), w.r.t. x from a to x, we get

[y'@]; = [1fx)-By®]dx- [ AR).y'(x) dx
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or

= y'(x)-

Integrating (4) w.r.t. x m_.oE atox, we get

y'(x)-y'(a)= h?@-ﬂ%a: dx ,?\:sia:“ - ﬁ\,_E y(x) i

= [0~ By@ ] dx - | A) y(x) - A@ y(af- [[A') y(o)} dx

Ly 3&; [0+ 0@ d - ? x) §(@) dx + %\3 By + A’ (90} A

L=

or

Y] =30+ 7A@ ] (- a) - [} A)y() dx
S [0 -BE) v+ Ay} 4
Y(x) - (@) = [ Yo+ yA@) ] (x-a) - [ Ae)y(t) d
+H[ -0 {fO-BOyE) + A () y(t)} dt

Y(®) = Yo + [ Yo'+ yA@) ] (x - a) + h (x—1) f(t) dt

-[[[A®+ -H {Bt)- A'(®)} ] y(t) at

Erar is the 8@5:& Volterra’s integral Bzmcoz

mx>?=uhm 14

onv A

L2 g 5 &% RE B R R

Convert y"(x) - w.c ?T@E 4sinx with :::& conditions y(0)=1, y'(0)=-2 info

a Volterra integral equation of second kind. Conversely, derive the original differential
equation with the initial conditions from the integral equation obtained.
[MEERUT-2001, 03, 04, 06, GARHWAL-2003]

Seolution : Here, the given differential equation is

y'(x) - 3y'(x) + 2y(x) = 4sinx

with initial conditions

y(0)=1, y'(0)=-2

From (1), we have

y'(x) =4sinx - 2y(x) + 3y '(x)

Integrating both sides of (3), w.r.t. x from 0 to x, we get

._‘oau\?v&a = m._.aummzuua - whws dx + w.ﬁw.e& dx
[y'(x)]; = 4[-cosx]; ..N‘_.cHSav dx + 3[y(x)],

y'(x) - y'(0) = 4(-cos x + 1) - 2[ 'y(x) dx + 3{y(x) - y(0))
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= ,EHTN"Tﬁoil&o{é&+&S-m
=5 y'(x)=-1-4dcosz+3y(x-2[yx)dx . ()
Again integrating both sides of (4) w.r.t. x from 0 to x, we Wmﬂ
._.oaw_?vma =- ._.cuna - p.ﬂnog dx + wﬁ.iav dx - N_.Mi‘c dx?
= [y@)]=-x-4[sinx];+3[ y(x) dx - 2[ y(t) dF*
"5 - y0ym—s -_»aih,@?S dt I.N?T ) y(t) dt
: \E 1-x-4sinx+ | E 2(x - c:é a @

e (O

s;:n: is the ammc:mm Volterra integral equation of second kind. .
Conversely, we want to derive the given differential equation from integral

equation (5),
Differentiating (5) w.r.t. x, we mmn

y'(x)=-1- #oﬁlla [3-2(x - 1)] y(t) dt

=

=1-4cosx+ cma:m 2(x - i:a&+_” Hmnmﬂalazﬁav.ﬁmg
|~w|mﬁano:._\§n|. [By Leibnitz rule]
y'(x)=-1-4cosx+ _ (-2) y(t) dt + 3y(x)
y'(0)=-1-dcosx+3y@)-2[ y®yar . (6)

Now, differentiating both sides of Amv w.r.t. x, we get

=

y'(x)=4sinx+3y'(x) - N ._.wc&

ox
4sinx+3y'(x) - 2[0+ y(x) -

4sinx+3y'(x) - NT.c y(t) dt + y(x v .ﬁov.mg

y'(x) - 3y '(x) + 2y(x) = 4sinx, «i:.nr is the required differential equation.

Now, putting x = 0 in (5), we get y(0)=1.
Also, putting x = 0 in (6), we mm_a

y

(1)

"0)=-1-4+3y(0) = -1-4+3=-2

EXERCISE - 2

Reduce the following initial value problems to Volterra integral equation of second
kind.
)

Y +y = cosx with initial conditions y(0) = 0, y'(0) =
Y" +y = 0 with initial conditions y(0)=0, y'(0)=1.
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Introduction l“..ww\
Now using convolution theorem.
4) y'=-zy'-y.On integrating we have
-y = - f, @ - [} yax
= y'(r)=1- x.y(x) dx
Again integrating, we have
y(x) - y(0) =x-x[; ¥ dx
" - .U. Sd =1+ ur..ﬂ xy(x) dx ; i
(5) Fammamnm_,m both sides of the given Bc»moﬁngo times. i
Answers S e x
) (i) u(x)=cosx—x- ha —t) u(t) dt (i) w(x)=-*x- ﬁ (x—1t) :3‘ dt
(iii) u(x)=6x-5+ h (5 - 6x + 6t) u(t) dt
(iv) u(x)=coSx - 2x(1+ 1%)- ._.ouﬂ (1+ x%)(x - t) u(t) dt
(v) u(x)=4x+sinx=2)+ [} B-2x-1] u(t) dt
2 X
@  y@= .ml L [fte-nyma G y(x) =1+ [, (x+ 1) y(t) dt
y(x)=1+x- [, ty@®) at 6)  y)=yo +ayy + f, @-DyB)dt

1.8 BOUNDARY VALUE PROBLEM
in which an ordinary differential

A problem is said to be boundary value problem,
be solved under conditions involving dependent variable and its

“equation is to

derivatives at two different values of independent <mnmv_mu
We can define a relationship between a linear differential equati
integral equation, by using the method discussed in next example.

e e o o |

on and a Fredholm
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| @
u'(x) = —Au(x)
Integrating both sides of (3) w.r.t. x from 0 to x, we have
| [Fw(x)dx = -, p
N, = [u'(x)]; n‘uw.ﬂ:?vma __
| ;
A L 0)= li u(x)dx s )
.. _ C Let  u'(0)= m ;8 nozmﬁma. ...... (5)
' Thenusing(5)in(4)weget | ‘
_” | :AHVMH.GIP._.MEAvaH eeno(6)
| Integrating both sides of (6) w.r.t. x, we get
[Fu'(x)dx =C ) dx -2 [ u(x) dx®
| = [u(x)]y = Cx-A[ u(t)df’
= u(x) - u(0)=Cx-A[ (x—t)u(t)dt
= u(x)-0=Cx-A[" (x-t)u(t)dt )
Now putting x = 1 in (7), we get
u(l) = Cl-Af (1~ u(tydt = 0 = CI-2 [J0-tyu() at
A gl f
= C=7[U-pupa ® |
Putting this value in (7), we get “
A 1 x #
u(x) = 7 [[0-tyu) dt = A [ @) u(t) d @

= u(x)= ﬁ»iézs&-i (x - ) u(t) dt
= ()= ﬁ;% ! c&LNES&-ﬁ»@-czsn

Nuclo

=af i c-? £, =3&+: u(t) dt

u »h%-c%ﬁ-c :3 &;hﬁ u(t) dt

A _‘ME 3 u(t) &+‘—

J % f)

u(t) dt

A k(x, ) u(t) dt
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{1 - x)

where k(x, 1) = QN ;
H —
[

EXAMPLE 2 o

———

¢ Obtain Fredholm integral equation of second kind corresponding to the boundary value
£ % problem is

N/ :
N7 Nm 3
M& =+ Au = x with boundary conditions . e
H
u(0)=0, u'(1)=
Also, recover the wo::%.@..ei:m problem from the integral equation you obtain.
[MEERUT-2000, 05, 05(BP), 06(BP),08]

j ifO<t<x

: ifx<t<l

W
\\

Solution : Here, the given equation is

muml.l(:la ST |
dx?

with boundary conditions
u(0)=0, u'(1)=0. (2

Integrating, both the sides of (1) (from 0 to x) w.r.t. x, we get
x d*u x x
r T dx = r a%-io u(x) dx
= u'(x) - u BTIH IR0

Let u'(0) = C, a constant

Then, we have
2

" _ X x
u ?T?Ml:o u(x) dx erna(3)
' _ H 2 X
= u'(x)=C+-x Iio u(t) dt
Again integrating both sides of (3) w.r.t. x, we get

u(x) - u(0) = Cx + ma@ A u(x) dx?

s

= )= QZ i ff =S&~

Ol_m A (- ) uge) en(d)
Now, since =.Euou=_Eun+W-»h=3&

1 1
= mu»m;r%v&
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1,15 ...5(a
= =AHVHIMH+QH +».q.«:$&|»._. x — t) u(t) dt Av
1 1 x 1 x y
=-oxe & »ﬁ .—o x u(t) dt + .—H x u(t) QL . w‘—o (x - t) u(t) dt
1 x 1
or u(x) = NA 3_3x)+ i .r tu(t) dt + _.u x u(t) &“
= WA lwb+ﬁ. EH c u(t) dt B 2:eaeB(B)
(¢ ;0 ‘ ‘
where k(x, t)= * i
v x; x<t<l1
** Conversely; we want to convert (5) to the-boundary value problem.
Equation 5(a) can be written as
(1 13
:Eulmmw i i; xu(t)dt -1 [ (x—t) u(t) dt g e (6)
Differentiating (6) w.r.t. x, we have . e
1 1 d d
u'(x) ==+ 7% +>m& §3&-JIL (x - t) u(t dt
1 1, \
> iaTumJa +i u(t) dt - : ‘ i 5o (7

>mm5 differ entiating w.r.t. x, we get

: :E a+»%m_ S&L(Mum— :3&,_, o -

= x40 3 u(t)} dt -1 &?3 }dt - »:S [By Leibnitz’s rule]
= u'(x) = x — Au(x) L , U i)
= u'(x) + Au(x) = x 2T s (@)
Also, from (6) and (7), we have ‘ :
u(0)=0 and u'( ::-W+m" ...... )

Hence, equation (8) is the required differential equation with boundary condition
9)-
EXAMPLE 3

2,
@ Convert &|N +xy=1, y(0)=0, y(1) = 1 into an integral equation.
Sy |
[MEERUT-2001, 05BpP]
Solution : Here, the given equation is
y@ry@=1 )
with boundary conditions y(0) =0, y(1)=1. )

e
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From (1), we have
y@=1-y@ &
Integrating, both the sides of (3) w.r.t. x from O to x, we get
iy @ax = [ =[xy ds -
= [y'(x)];=x- _.ouau\?v dx
ie, y'(x)-y'(0)=x- .—u gyfgdx-. . - - e (4)
rmﬁ y'(0) = C, a constant. Put this valuein ?c we mmﬂ
Yy @=Cx-[xyxdx - - e (5)
Now, integrating both sides of (5) w.r.t. x from 0 to x, we get
[Jy' (@) dx= [ (C+x)dx- [Fxy(x) d=
1 Toopx
or [y(x)], _,‘QR+N Nyo —c t y(t) dt?
ie., y(x)-y(0)=Cx+ W.HN - ._M (x-t)ty(t)dt
= y(x)=Cx + WHN - .—ou (x—t)t y(t) dt [using(2)] ... (6)
- Now, putting x =1 in (6), we get
Ty = m+mm ‘ A-t)y@t).t.dt = 1 un+Wa hauc.?ic dt
ie, C-= w + [la-n ey ar [wing ] %)
Put this value of C in equation (6), we mmn
QEHA i (1-t)t y(t) “i ‘ (x—t).t y(t) dt
= Wa: + 1)+ hﬁa -ty y(t) dt - [tz 1) y(t) dt
= Waa +x)+ _c &ﬁ —t) y(t) dt
+ ﬁta ~t)y@)dt - ["tx - 1) y(t) dt
w%i? [y tv® (x=xt-x+tydis [Pxe1-1) y(e) at
1
= Sx(l+2)+ % (1 - x) y(t) dt + _ xt(1-f) «3 dt
1
= 531+ 2)+ % k(x, t)yttyat (8)

NNGINV\. O<t<x:

where, k(x,t)=
xt(1-t); x<t<l1



38 Integral Equations and Boundary Value Problems

EXAMPLE 4

If u(x) is continuous and satisfies

| u(x) =4[ k(x, 1) () at

| where, k(x, f) = (I-tyx; 0<x<t
| P ME )= (1-x); t€x2

$§ &58 that :3 is E% Sm %E:o: o\ @SS%:\ value ﬁétms ,.

= RN - - o e - .
) N ﬂ.,;z 0, :AS 0, :E 0 ,
, mo?:o: : Here, We have given that

%T:o K(x, ) u(t) dt . (D)

where, k(z, = | (7077 Ozt )
Q-2 ; 15351

Using (2), equation (1) can be written as

u(x) = % Jy ke, yuttyde + [ k(x, ) i

=A@ -x) tug)dt+ A [ (1-1) 5 ue) at [Using (2)]
= [ M-z de+ [Ax(l -t ar era(3)

Putting x = 0 and x = 1 successively in (3), we get

u(0)=0 and w()=0 4)
Now, differentiating both sides of @ w.rt x, we get

du _d

= & ia x) u(t) dt + ﬁ Ax(1-t) u(t) dt

do
=], ™ ;ZH x)}u(t)dt + Ax(1-x) :?&lwnc T
O (Ax(1-1)) u(t) dt +0. %v ~Ax(1 - x) u(z) 2%
X Ox d
[By Leibnitz rule]

- &: HI_ Pm sth &w._r x-‘ ».A._H nvﬁﬂwvn&T EE e Amv

Ommm_.msumgm both sides of (5) w.r.t. x, we mma

d? _0 40)
M»IN : -} u(t)dt +dx =3I 0. &L

d(1)
dx

-+ L na-njuwdt+o.

dx
=M1 -x)u(x) <2
»mk ( 4 V&H

[By Leibnitz rule]
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mtrodoc fion -
= Avu(y) - Al 1) u(x)
L1 n(v) An(r) + Ay n(x)
T (6)
> - “”. t Au =0
dv

o . jon of the
Hence, we conclude that if u(x) satisfies (1), then u(x) is also the soluti

boundary value problem.

v +Au=0, u(0) = u(1)=0.

EXERCISE - 3

(1) Reduce the following boundary value problem into an integral equation -

.N‘,.,c.
_N 1 .
() (@ 1t y"(a)+ Ay(x) =0 and u satisfies the boundary conditions y(0)=0,y() =0,

FAv =0, y(0)=0,y'(1)+vy(1)=0

show that

Ax gl o

[ -n v dt- Af, (x=1) y(t) dt
(b) Show that for result of part (a) can be written as

v(@) = A [ K(x, 1) y(t) dt

y() =

ﬁ\ whent<x
ME\ whent>x

[

() Verify directly that the expression obtained satisfies the prescribed differential
equation and boundary conditions.

(3) Convert the boundary value problem y*+y=0,y(0)=1, y¥'(1)=0 into an integral
equation.

where k(x, t) =

(4) Convert the following boundary value problem y*+ iy =x, y(0)= y(m)=0 into an
integral equation. .
(5) (@1If y"(x)=F(x) and y satisfies the end conditions y(0) = 0, y(1) = 0, show that

¥(¥) = [ (x—t) F(t) di i h (1-1) F(t) dt

(b) Show that the result of um.n (a) can be written as y(x) = ,ﬁ k(x, t) F(t) dt, where
k(x, t) is given by

t(x-1), whent<x

x(t-1), whent>x

(©) <w:.® directly that the expression obtained satisfies the prescribed differential
equation and boundary conditions.

kix, t)=
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